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WHAT IS PAMOLA?
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PAMOLA is a Pr ivacy AI Studio designed for data anonymization, synthetic data generation, and r isk 

analysis (Pr ivacy Enhancing Technologies –  PET). It of fers modular workf lows and tools to ensure secure 

data handl ing and compliance with regulations such as GDPR and HIPAA.

What PAMOLA Does

PAMOLA is tailored for corporate environments, enabling 
users to:

• Upload datasets and perform data profiling.
• Apply privacy-preserving measures (e.g., anonymization, 

synthetic data generation).
• Evaluate data quality and privacy risks.

This document defines the scope for building the Minimum 
Viable Product (MVP).

Competitive and Related Solutions

• Data Management: OpenML, CKAN

• Synthetic Data Generation: Gretel SDV, 
Mostly.AI, Hazy.AI, Tonic.AI

• Data Anonymization: ARX, Informatica Data 
Masking, IBM Privacy PowerKey, Bizagi

KEY FEATURES

1. Data Anonymization: 
Differential Privacy, k-anonymity.

2. Synthetic Data Generation: 
PATE-GAN, SDV.

3. Core Metrics: KS-Test, 
KLD, …, risk simulation.

4. Pipeline Approach: Modular 
and configurable workflows.

5. User Experience: Intuitive 
and scalable UI design.



CORE FEATURES AND MVP SCOPE
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To acce lerate development,  the  MVP max imal ly  ut i l izes ex is t ing work and open -source components.  Pre l iminary 

implementat ions ,  such as  the DEMO vers ion of  PATE -GAN,  and f rameworks l ike  DataHub for  metadata management and 

MUI/React  for  the  f rontend,  form the foundat ion for  the  PAMOLA MVP.

Feature Description Comments v1 Scope

Data Anonymization
Process datasets using differential privacy, k-
anonymity, suppression, and masking techniques.

Utilize PyCanon, Faker,… Included

Synthetic Data 
Generation

Create synthetic datasets using PATE-GAN and 
evaluate quality using statistical metrics.

Built on existing DEMO implementations of 
PATE-GAN and risk metrics (KS-Test, KLD).

Included

Metrics and Risk 
Evaluation

Assess dataset utility and simulate attacks like 
membership inference and linkage attacks.

Built on existing DEMO implementations of 
quality/risk metrics (KS-Test, KLD, attack 
simulation) + SciPy, NumPy, Seaborn, Stats 
models.

Included

Pipeline Management
Step-by-step workflows for anonymization and 
synthetic data generation.

Utilizes DataHub as a backend for managing 
datasets, metadata, and pipelines.

Included

Workspaces
Isolated spaces for managing datasets, projects, and 
models.

Use FastAPI/Sanic or Django Included

Dashboards
Display data quality, risk metrics, and project progress 
visually.

Developed using MUI/React for intuitive and 
modular UI.

Limited



ARCHITECTURE OVERVIEW
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PAMOLA's architecture is designed to streamline privacy -focused data workf lows by connecting an 

intuit ive user interface, a powerful backend, and advanced data processing capabi l i t ies. Each component 

plays a crucial role in managing datasets, executing tasks, and presenting results ef fect ively.

Core Components

1. Frontend (React UI):
• Centralized dashboards for managing datasets, projects, 

and metrics.
• Modular widgets (e.g., Quick Notes, Latest Datasets).

2. App Server (Python/Flask/FastAPI):
• Orchestrates user requests, pipelines, and integrations.
• Handles API endpoints for seamless frontend 

communication.

3. DataHub (Backend):
• Manages metadata, datasets, and pipeline configurations.
• Tracks data transformations and stores results securely.

4. Python Processors:
• Executes tasks like anonymization, synthetic data 

generation, and metric calculation.
• Supports modular addition of custom algorithms.

Workflow

Data Upload

Pipeline Configuration

Task Execution

Task Execution

Result Visualization

Authorization/ 
Workspace



UI/UX
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PAMOLA's UI is designed to prior it ize projects and workf lows over individual data types, ensuring a 

seamless user experience. Data is organized into Workspaces, grouping datasets, projects, and models 

under a uni f ied access point for team col laboration. Tasks are visual ized as pipel ine steps, providing 

clar ity on progress and dependencies.

Home Screen Structure

1. Top Panel: Search bar, user profile, and workspace selection 
for quick navigation.

2. Left Sidebar: Navigation for key sections: Workspaces, 

Datasets, Projects, Models, Dashboards, and Notifications.

3.Central Widgets:
• General Statistics: Displays workspace-level metrics, 

such as completed tasks and uploaded datasets.

• Active Projects: Lists ongoing pipelines with progress 
bars and quick actions (e.g., Stop, Retry).

• Latest Datasets: Highlights the most recent datasets 
with key attributes (e.g., row count, protection status).

• Quick Notes: Simple reminders linked to projects or 
datasets for effective task management.



TYPICAL PIPELINES FOR KEY TASKS
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PAMOLA uti l izes modular pipel ines to structure workf lows for pr ivacy -preserving data operations. Below 

are examples of typical pipel ines for synthetic data generation using deep learning models and data 

anonymization with k-Anonymity, l -Diversity, and t-Closeness.

Pipeline 2: Synthetic Data Generation

1.Pre-Processing:
• Data Profiling: Identify sensitive attributes and correlations.
• Data Cleaning: Handle missing values, outliers, and 

inconsistencies.
• Data Encoding: Convert categorical data to numerical 

formats suitable for model training.
2.Data Synthesis:

• Model Selection: Choose models like PATE-GAN or SDV 
based on the dataset structure.

• Training: Train the synthetic data generation model on pre-
processed data.

• Synthetic Data Generation: Generate synthetic datasets 
that mimic the statistical properties of the real data.

3.Post-Processing:
• Decoding: Reconvert encoded features back to original 

formats.
• Sanitization: Ensure no direct identifiers are included in the 

synthetic dataset.
4.Evaluation:

• Quality Metrics: Use KS-Test, KLD, Pearson Correlation to 
compare distributions.

• Risk Metrics: Simulate attacks (e.g., membership inference) 
to evaluate privacy.

• Utility Testing: Test model performance on synthetic data 
versus real data.

Pipeline 1: Data Anonymization

1.Pre-Processing:
• Data Profiling: Identify direct identifiers, quasi-identifiers, and 

sensitive attributes.
• Data Cleaning: Standardize formats and remove irrelevant data.

2.Anonymization Techniques:
• Suppression: Remove specific rows or columns.
• Masking: Replace identifiers with pseudonyms or random 

tokens.
• Generalization: Replace specific values with broader categories 

(e.g., age ranges).
• Noise Addition: Apply differential privacy methods to add noise 

to data.
3.Post-Processing:

• Validation: Ensure anonymized data meets k-Anonymity, l-
Diversity, or t-Closeness thresholds.

• Data Output: Create anonymized datasets for analysis or 
sharing.

4.Evaluation:
• Quality Metrics: Analyze data utility using metrics like 

distribution overlap or classification accuracy.
• Risk Metrics: Assess residual risks (e.g., re-identification 

potential).



PAMOLA LIVE DEMO
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Discover  how PAMOLA revo lut ion izes  pr ivacy -preserv ing AI  wi th  advanced synthet ic  data  generat ion,  federated 
learn ing,  and r isk  assessment too ls .  Explore the l ive  demo on the REALM p lat form and see how organ izat ions  can 

secure ly  process and ana lyze data whi le  ensur ing compl iance and conf ident ia l i ty.

https://pamola.realmdata.io/ 

https://pamola.realmdata.io/
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• Centralized Metadata Management: Stores datasets, pipelines, projects, and 
models with full versioning and lineage tracking.

• Dataset Profiling and Storage: Manages real and protected datasets, linking profiling 
results and privacy metrics.

• Pipeline Orchestration: Supports modular workflows for profiling, anonymization, 
synthesis, and evaluation.

• API Integration: Provides RESTful APIs for seamless connection with external tools 
and systems.

• Workspace and Access Control: Isolates projects, datasets, and models within 
secure team-based workspaces.

• Scalable and Extensible: Enables the addition of custom processors, privacy 
techniques, and analytics tools.

Datahub - Open-Source Management Platform
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☰ + Create

Home

SearchPAMOLA

Inbox

Datasets

Models

Dashboards

CA_Churn_PATE

CA_Credit_SDV

HEALTH_Rare_Des…

e-DELIVERY

User Engagement

Marketing Attribution

Meta-info

Completed Tasks: 125   (last 2024-11-16 12:52)

Active Tasks: 8

Datasets Uploaded: 23 (last 2024-11-16  07:34 a.m.

Models Created: 15  (last 2024-11-12 09:15 a.m.)

ROGERS WORKSPACE OVERVIEW
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Sept Oct Nov Dec

New Projects Ongoing Projects Completed Projects

Workspace Projects

▮ Protected

▮ Real (Not
 Protected)

▮ In Progress

▮  Unknows

Privacy Status 

Total 23  
datasets

Last Update: 2024-12-16 12;50 a.m.      ↺

⠇ ⠇

Project Start Finish Progress Task 
Count

■ CA_Churn_PATE 2024-11-16 50% 5

■ CA_Credit_SDV 2024-11-22 75% 7

■ HEALTH_Rare_Desis 2024-10-05 2024-11-03 100% 6

■ e-Delivery 2024-10-26 2024-12-01 100% 5

■  User Engagement 2024-09-15 2024-09-25 100% 4

Progress Panel    (last 5 projects) ⠇ ⠇Transformation Report

Skewness

Entropy

KurtosisMean

Pearson Corr.

Variance

CA_Churn_PATE

Last update: 2024-12-16 12:11

Risk vs Quality Dynamic

11% Privacy Risk 75%  Quality

Real/Secured Quality Shift

REAL (Source) →        PROTECTED

Project                             Activity                                       Timestamp                          Status
CA_Churn_PATE      Risk Assessment Started                  2024-11-13 14:30             In Progress
CA_Churn_PATE      Quality Assessment Started            2024-11-13 14:30              Success
CA_Churn_PATE      Model Building                                       2024-11-13 14:30             Success
CA_Churn_PATE      Profiling Completed                             2024-11-13 14:30             Success
CA_Credit_SDV        Model Training Completed                2024-11-12 09:45             Success
e-DELIVERY                Risk Assessment Started                  2024-11-11 17:20             In Progress

Log Viewer 2024-12-16 12;50 a.m.      ↺

Author Date Project Title Actions

John Doe 2024-11-13 CA_Churn_PATE Complete report draft

Sarah Lee 2024-11-12 CA_Credit_SDV Review dataset quality

Michael Smith 2024-11-10 e-DELIVERY Start new FL project 
planning

Quick Notes + Add Note
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Quick Notes + Add Note

Workspaces

R Rogers | 23-10-12

B Telus               | 24-07-06

T TD Bank         | 22-11-23



Add another workspace

John Doe, editor

Profile

Settings

→  Log out

Invite team member
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